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Improper solutions in Exploratory Factor Analysis (Two kinds)

A. Nonpositive Definite Matrices (or no results at all)
1. Do you have missing data?
Optional Solutions:

a. Consider some an advanced formula for estimating missing data (the EM algorithm).

b. Use the Mean substitution options SPSS provides (OK as a simple solution but research says this is not a good approach).
c. Remove people with missing data. 
d. Compare Listwise or Pairwise deletion results (not recommended).

2. Do you have in SPSS any blank records at the bottom of your data or blank variables to the right of your variables (i.e., missing rows or columns of data)?

Solution:

Delete them.

3. Did you include a total score along with the items that created it?

Solution:

Remove the total score from the analysis.

4. Did you include demographic items with other items?

Solution:

Remove the demographic items from the analysis.

5. Does one of your items have a remarkably larger variance than all other items?

Solution:

Remove the item with a notably large variance from the analysis.

6. Do you have any items that correlate perfectly with other items?

Solution:

Remove one of the two items that perfectly correlate with each other from the analysis.

7. Do have items in response to which everyone said the same thing, checked the same box, etc. (i.e., item responses that represent a constant)?
Solution:

Remove the item from the analysis.
8. Do you have more variables than you have observations?

Optional Solutions:

a. Add more observations.

b. Reduce the number of variables.

9. Do you have any outliers in your data?

Solution:

Remove the observation in which an outlier response was given.
10. Do you have enough iterations for your extraction?
Optional Solutions:

a. Increase the iterations to 9999 or the highest value you can and re-run. 
b. Re-run the analysis for only the number of theoretically plausible factors (your theory or test specifications decides).

c. Re-run the analysis for only the extracted factors reported.

d. If you are not getting any eigenvalue results, use principal components analysis and determine the number of factors with eigenvalues exceeding 1.0.

11. Do you have enough iterations for your rotational procedure?

Optional Solutions:

a. Increase the iterations to 9999 or the highest value you can and re-run. 
b. Re-run the analysis for only the number of theoretically plausible factors (your theory or test specifications decides).

c. Re-run the analysis for only the extracted factors reported.

d. If you are not getting any eigenvalue results, use principal components analysis and determine the number of factors with eigenvalues exceeding 1.0.

12. Are the above solutions not working?  You may have negative eigenvalues.
Begin by running a Principal Components Analysis instead of maximum likelihood estimation procedure to determine if this is the case (DANGER: you will not interpret these results –they are a means to an end).  If negative eigenvalues are reported in the Principal Components Analysis, try the following.  

Optional Solutions:
a. Try removing items, one at a time, and re-running the maximum likelihood estimation procedure to see if the negative eigenvalue disappears.  Start with items about which you care the least.  Often, you will have to remove as many items as you have negative eigenvalues.  Hopefully, no more than that will need to be removed.
b. DIVIDE and CONQUER and then TEST LIMITS BY ADDING BACK ONE FACTOR AT A TIME: Attempt to run the factor analysis procedure to solve for multiple one factor solutions for each group of items using the maximum likelihood estimation procedure with each domain.  If you have three subscales on your measure, run three one-factor analyses, one for each domain.  Then attempt to combine two factors (any two; try all combinations if need be).
c. Solve for a one factor solution for all your items using the maximum likelihood estimation procedure regardless of how you classified the items.  If this works, you have a one factor result.
d. Give up and start over with new items (
B. When Communalities are Greater than One
Does it ever make sense to explain more than 100% of a variable’s variance? 

Nope.  That’s why communalities cannot be greater than 1.00.  Communalities indicate what proportion of a given variable’s variance is explainable by all the factors considered in your analysis (fewer factors are considered in the extracted solution than the initial solutions, but it’s the extracted solution, in the end, with which we are to be concerned).
1. How do you know if you have communalities that exceed 1.00? 

SPSS will not actually show you a communality that exceeds 1.00, but it provides a comment that tells you that this problem has occurred.  All the communalities reported in the table presented will be less than or equal to 1.00.  

2. How do I identify which item has a communality that exceeds 1.00?

More than likely the item with the problem is the item with the highest communality reported in the communality table.  

To make sure, it is recommended that you re-run the factor analysis procedure with varying iterations.  In this case, you restrict the number of iterations to a value less than the full number originally used by SPSS.  Often the problem occurs before the 5th iteration, so you can hop around trying different numbers of iterations to find the first occasion at which the communality problem erupts. (Warning:  Be careful to re-set the iterations back to the maximum, say 9999, when you are done).
3. What should I do when I have a communality that exceeds 1.00? 

a. DIVIDE and CONQUER and then TEST LIMITS BY ADDING BACK ONE FACTOR AT A TIME: Attempt to run the factor analysis procedure to solve for multiple one factor solutions for each group of items using the maximum likelihood estimation procedure with each domain.  If you have three subscales on your measure, run three one-factor analyses, one for each domain.  Then attempt to combine two factors (any two; try all combinations if need be).
b. As less direct, but sometimes beneficial solution, is to remove the item associated with an improper communality, and then re-run the factor analysis procedure. This can become like peeling an onion, however.  It may happen that as one item is removed, more items rear their ugly heads as having improper communalities.  You have to decide when you have tossed too many items to make this venture worthwhile- your judgment call, but in your opinion when have you compromised the essence of what you are assessing?
c. Give up and start over with new items ( 
